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Abstract 
This study aims to identify relationships between oil price realized volatility and im-

plied volatilties. Studying the relevant literature I have found that there is a limited 

material on the estimation and in particular in the predictability of oil price realized 

volatility. The chief aim of this study is in terms of improving our understanding of 

dynamic properties of volatility which are key factors for forecasting, especially rea-

lized measures that are valuable predictors of future crude oil price volatilities, and  

most of all offering quantitative studies of new volatil ity which could aid in facilitat-

ing and improving estimation of complex Volatility Models and above all to consider 

what has been the trends of crude oil price volatility using predictive HAR methods. 

More specifically, in our research, we created  six Heterogenous AutoRegressive 

(HAR) models. First, we estimate the HAR model for the realized volatility and sub-

sequently we create five HAR models by adding the implied volatilities of another 

assets, in the effort to identify the best performing model for the estimation of oil 

price realized volatility. Checks carried out at statistical level and econometric ana l-

ysis, we found that the combination of crude oil volatility with implied  volatilities, 

results in a better model that improves the estimating accuracy. In particular when 

there is a correlation between crude oil and the other asset, such as crude oil volatil i-

ty index (OVX), gives even better  results.   
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1. THESIS INTRODUCTION 

1.1 INTRODUCTION TO THE TOPIC 

This paper concern itself with identifying, assessing, analyzing, quantifying and in-

vestigating the Crude oil price volatility through information gained through ethn o-

graphical studies and data gleaned from Energy Forecasting Reasearch Project (En e-

for). This study affords front seat view of current trends and movements of oil price 

volatility estimating with High-Frequency Data in short term and also approximately 

in long terms. Through appropriate HAR Reporting studies it is possible to quantify 

oil price volatility estimating and forecasting with High-Frequency Data deployment 

which measures crude oil price vicissitudes with reasonable degree of accuracy, ge-

nuineness and authenticity. There are plethora of studies on topic of fluctuating oil 

crude prices that offer valuable insights and commentaries but only a few el ements 

over the last 12 year period on specification how oil price realized volatility works, 

what it affects and how it may best be determined. For these, we needed to isolate the 

gaps in current literature and fill on this thesis these gaps convincingly and  added to 

existing body of literature on this topic.  

  

The assessment and prediction of variation in the price of oil, is important mainly 

because of the large variability presents, and the effect that has on economic policy. 

Indeed, modeling the volatility of oil prices and shaping the criteria of which de-

pends directly can help not only the science of analysis and decision making of en-

terprises and organizations, but also at state level can be a key tool for improvement 

of macroeconomic policy responses. This arises from the fact that the price of crude 

oil and its derivatives, are: a) one of the key variables in the production of macro e-

conomic projections, b) gives useful information for predicting recession since the 

unexpected, large and persistent fluctuations real price of oil is harmful to the well-

being of both the oil import, and economies that produce oil, c) affect consumer sen-

timent in a wide range of sectors, including utilities, d) is important in modeling 

markets durable goods such as vehicles and domestic heating systems and e) can play 

an active role in the provisioning which depend directly on energy use, such as i n-

vestment decisions, modeling in the energy sector, the provision of carbon dioxide 

emissions and climate change and the regulatory policies design. However, despite 

the importance that the study shows the configuration of the oil price is difficult to 

model the volatility. This first arises from the fact that the choice of the sample p e-

riod and the description of models per time series, since the study of the literature 

shows that other models better suited to long-term period and others in the short and 

different results are difficult to get as the selection of the sample range. Here, one 
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would expect that the larger the sample, the best predictive power will model. How-

ever, many researchers conclude that greater value is to study outliers (eg in times of 

crisis, war, speculative demand), rather than the data observed for a longer time. 

Another problem that arises concerns the study of those parameters and items affect-

ing the determination of the value (real or nominal). Many researchers are finding 

that there is a dependency between both macroeconomic goods, in particular on GDP 

growth, and the demand and supply conditions. Specifically, the changing circums-

tances, to reach any reliable conclusions should be taken into account in addition to 

alternative assumptions and evaluation of sample sensitivity to events socially and 

historically. From all the above, we conclude that it is useful assessment of and that 

even this can translate into profits. For this in our work we try to identify those mo d-

els that best meet in the short run, since it is a piece that has not been investigated 

largely even, while early studies show that the use of ultra-high frequency data such 

as intraday it is extremely useful in predicting the volatility of futures of crude oil. 

We will also attempt to model the fluctuation in oil prices in combination with other 

goods and in the various stock markets and compare the extent to which the estimate 

of affected. 

 

  

1.2 A GLACE AT THE EXISTING LITERATURE 

Breeden and Litzenberg (1978) have been long working on deriving probability den-

sities, being consistent with all option prices noted at the same point in time.  Bri t-

ten-Jones and Neuberger (2000) have presented and evaluated various procedures for 

modeling and forecasting volatility.  They tried to shed light on crude oil futures 

market where oil futures contract is the world’s largest trading by volume and the 

most liquid contract. Given the remarkably high volatility of the market, testing vol a-

tility and forecasting models is an enormous challenge.  

 

We will present the following models: GARCH (1.1), exponential GARCH 

(EGARCH), GJR-GARCH, APARCH, FIGARCH and HAR.  

 

There is no such a significantly negative and asymmetric relationship between 

changes in volatility and returns. In short, HAR models seem to be the best in out – 

of- sample performance. 

The sample standard deviation of close–to–close return is: 

 

Where  

 stands for the closing price of the trading day t 

The estimator of volatility has, then, as follows:  
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=  

Starting with GARCH(1,1) model: 

 

+α  

Where 

 is the daily return 

 is the conditional mean 

 is the conditional variance of returns in  period t-1 

 

Nelson (1990) argued that the non-negative constraints in the linear GARCH model 

are too restrictive. Thus, in EGARCH model specifications there are no restrictions 

regarding the parameters α and β. It is given as: 

Log (  

Where  

 

The estimated conditional variance is strictly positive and it does not require the 

non-negativity constraints used in the estimation of GARCH models. By including 

both the standardized value and its absolute value, the variance equation is allowed 

to capture any asymmetry in the relation between market returns and conditional v o-

latility. 

Fulvio Corsi, Francesco Audrino and Roberto Reno (2012) point out that “volatility 

dynamics have been modeled in order to take into account their most salient features: 

clustering, slowly decaying auto-correlation, and non-linear responses to previous 

market information of a different type”.  Volatility persistence seems to be the result 

of the aggregation and collection of the heterogeneous components present in finan-

cial markets. Heterogeneity may be of various differences in locations, risk profiles, 

information etc. Traders, market makers, institutional investors or insurance compa-

nies trade with different frequencies. Traders trade every day, having an intraday h o-

rizon, whereas companies trade less frequently. Different types of traders provoke 

different types of volatility components. 

 

It has been noticed that volatility over the long-run horizon has more robust influ-

ence on volatility over the short-run horizon. This is because short-term (intraday) 
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traders’ reaction is influenced by the expected future size of trends and risk. The he-

terogeneous volatility components lead to a simple AR model that considers volatil i-

ties realized over different time horizons and hence is called HAR type model.  “The 

combination of the ease of implementation with a very accurate fi t of financial vola-

tility time series has made the HAR models very popular in the financial econom e-

trics community” (Fulvio Corsi, Francesco Audrino, Roberto Reno (2012)).  

 

The most important features of the financial markets’ volatility is the long -range de-

pendence (realized volatility provides auto-correlations at very long lags), the leve-

rage effect (returns are negatively correlated with volatility) and the jumps (extreme 

price variations).  

 

“In practice, the HAR model provides a simple and flexible me thod to fit the partial 

auto-correlation function of the empirical data with a step function which has a pre-

defined tread depth and an estimated rise height….it fits the persistence properties of 

the financial data, as well as (and potentially better than)  true long memory models, 

such as the fractionally integrated one, which, however, are much more complicated 

to estimate and deal with.  For these reasons, the HAR model has been employed in 

several applications in the literature, of which we provide an admittedly incomplete 

list”, (Fulvio Corsi, Francesco Audrino, Roberto Reno (2012). 

 

Thus, high frequency data are more appropriate in measuring, modeling and forecas t-

ing volatility (Barndorff-Nielsen and Shephard, 2007). This is also confirmed by 

Hansen and Lunde (2010) and Sevi (2014). Intraday high frequency data provide a 

more accurate measure of the current volatility, which, in turn, is rather useful in f o-

recasting future volatility. Research in the University of Panteion (2015) extends 

Haugom (2014), Sevi (2014) and Prokopczuk (2015) research, which focus on oil 

price realized volatility and forecast using the HAR-RV model by considering 14 ex-

ogenous variables (such as stocks, foreign exchange, macroeconomics, etc) to ex-

amine whether their realized volatilities influence oil volatility forecasts. In Pante-

ion’s study it is reported that Phan (2015) examined whether the S&P500 volatility 

improves the oil price volatility forecasts, by proving actually that cross -market vo-

latility interaction improves the forecasts for the oil price volatility.  

 

 

1.3 RESEARCH QUESTION 

The major volatility that is currently observed in crude oil has defied major quantif i-

cation and it is now crucial that major methods are set in a place where they could 

afford quantification of the elusive, oil price management over time. The research 

has as a target to address the model so that we can estimate and predict oil price v o-

latility. More specifically, the main emphasis is given on the nature and capturing of 

the realized volatility of Brent Crude Oil, as well as references that other assets, such 

as the macroeconomic indicators and indexes of various economic assets, can play a 

key role on that. Furthermore, the research aims at defining the basic gains of parti c-
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ipants – indicators, which are referred to the enhancement of their overall contribu-

tion and risk mitigation from embarking on wrong estimates. Thus, triggered by the 

problem statement, the main research question can be expressed as follows:  

 

“Do the HAR-X models of oil price realized volatility and other assets implied vola-

tilities and services provide a comparative advantage to the calculations on vari a-

tions, against those who have been performed only on the basis of oil prices volatil i-

ty?” 

 

Some of the aforementioned problems concern - apart from the importance of  rec-

laiming HAR models on estimations and predictions of oil price volatility (Corsi, 

2009 and Sevi, 2014) - the necessity for higher utilization of different assets on fore-

casting the realized volatility of oil (Degiannakis and Fillis, 2015). Thus, after taking 

into consideration these challenges, our analysis and interest behind this research 

question is to examine whether or not the assets that we have selected to investigate, 

could be an attractive option for our performance. 

 

  

1.4 RESEARCH METHODOLOGY 

Our methodology was based essentially on the fundamental character and nature of 

the previously discussed research question. Having as an aim to introduce a model 

that could offer an adequate quantity of significant evidence and provide answers re-

lated to the research question, we selected the ordinary least squared method in our 

study. Data analysis was performed with the OLS regression technique, which, a c-

cording to Rutherford (2001), constitutes the basis of several other relevant tech-

niques. The specific technique in combination with the dummy variable coding, may 

also be used to incorporate grouped explanatory variables and data transformation 

methods. An advantage of OLS regression technique is that it allows us to con trol the 

model assumption, linearity, constant variance and the effect of outliers by using 

common graphical methods (Hutcheson and Sofroniou, 1999). In addition, secondary 

data, such as previous reports, essays, published articles, etc, were utilized to o btain 

useful answers for the sub-question of our research.  

 

Secondary studies using HAR methods, which offers asymmetric propagation of vo-

latility between the long and short term   horizons, and offers addictive cascades 

model of different volatility components designed to imitate actions of diverse types 

of market players. The Model HAR is short for Heterogenous Autoregressive Model 

of realized variance (HAR-RV) and is essentially predictive model for daily inte-

grated volatility.  

 

 

1.5 THESIS OVERVIEW 

In this first section, we provide a short introduction to the topic, in careful appos i-

tion, as a presentation of the main objectives and the scope of this study. In the 



 OIL PRICE VOLATILITY WITH ULTRA-HIGH FREQUENCY DATA 15 

  PANTEION UNIVERSITY OF SOCIAL AND POLITICAL SCIENCES 

   
   

 

second section of our study, the structure and the progress of oil price volatility is 

presented, in order to understand under which conditions it can be estimated. After 

data selection and model configuration, the statistical software of choice is adopted 

and the methodologies on interpreting and assessing their fit are compared. The r e-

sults are recorded and analyzed on the “Empirical Results and Discussion” Chapter 

and final quantitative studies of the HAR model are presented, based on the previous 

Chapters.  Finally, in this part we present the gleaned findings on the usefulness, a c-

curacy and genuineness of the HAR Models, their constraints - as much as this paper 

is concerned - and most of all, the major benefits it augurs for study purposes. Final 

conclusions are provided at the end of this study with recommendations for further 

research.  
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2. OIL PRICE VOLATILITY ANALYSIS  

2.1 BASIC ECONOMIC THEORY ABOUT OIL PRICE 

 

The following figure will illustrate the theory about the price and the quantity of oil 

using some basic microeconomic theories. When a fine, in our case, crude oil, is rare 

and has very few subsidies the demand is meant to be inelastic. This means that even 

if the price rises up, the quantity demanded will slightly change. Whereas if the d e-

mand of a product is elastic (e.g. the branded athletic shoes “Nike”), then an i ncrease 

in the price of goods may induce a large change in the quantity demanded, since con-

sumers will turn to other products (sneakers, cheap athletic shoes with no brand 

name, etc). In our case oil has inelastic demand and that makes the whole sit uation 

much more interesting. The importance of finding evidence, so as to be able in the 

future to control its performance is a real bet for econometricians, politicians and r e-

searchers. 

 

Figure 2.1: Causes of price volatility – Supply and Demands Analysis 

 
Source: www.tutor2u.net 

 

If supply is shrinked from s1 to s2 in the case of an inelastic demand, a rise in price will be 
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induced, decreasing at the same time the quantity of the supplied good, as shown in the above 

figure on the left. 

On the other hand, an increase in the demand of the good from D1 to D2 will provoke an in-

crease in the price of the good. 

This provides a pure view of the nature of the good of crude oil. It is a rare good, with inelas-

tic demand, few producers, large demand and few subsidies.  

VIX measures the expected volatility in the S&P 500 Index over the following 30 days. Simi-

larly in oil, the Oil VIX measures the degree of risk in oil prices and it is an indicator of close-

time-horizon price movements. When the Oil VIX rises, oil prices tend to fall and vice versa. 

 

Figure 2.2: Relationship between the Oil VIX and oil prices  

Source: EIA CBOE 

The above figure presents the relationship between the Oil VIX and oil prices. The arrows 

show how oil prices have fallen when the Oil VIX rises. An increase in the Oil VIX imple-

ments a larger volatility (i.e. risk) and a larger possibility for additional price decreases. 

It is difficult to make a good prediction where oil prices will go from there. This is because of 

the exogenous factors of supply and demand that have an impact on its price. Therefore, in the 

lack of war, terrorist attacks, natural disasters or other unforeseen events, the price of oil may 

remain range-bound and possibly fall even further.  

The following figure outlines much better the increase of oil price volatility over the years. 
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Figure 2.3: The increase of oil price volatility over the years  

 
Source: www.oilprice.com 

 

Oil has become more volatile over the years. Periods of variability are evidently illustrated 

with an obvious upward trend towards the variability of a larger extent as the years pass by. 

This implicates the augmentation in oil price. 

 

Figure 2.4: Periods of variability 

 
Source: www.oilprice.com 

 

The red line represents the oil price fluctuation and the black fluctuations indicate the price 

volatility. As it can been seen, volatility is not always distinctive and distinguishable in oil 

price volatility. When oil price volatility (OPV) is greater than 4, volatility is supposed to be 

high. When OPV is less than 2, volatility is supposed to be low. Four major periods of high 

volatility may be distinguished from the aforementioned elements:  

a) 1990 - Iraq’s invasion in Kuwait 

b) 1991- Initiation of Desert Storm Operation 

c) 1998/9 - Oil price crisis (price decrease) 

d) 2008 - Financial crash 

Once, again the price does not always display the actual volatility and the occurring changes. 
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We may say thought that when price falls, traders put their bets, since it is considered to be 

the “gold” period to trade and hence frequency at short-run volatility is rather high. 

Oil price volatility may provide and indicator of the future trend of the oil price and that’s the 

main reason why people in research focus that much on oil price volatility. After periods of 

high volatility, prices tend to rise. 

Figure 2.5: EIA World Liquids Market Balance (Supply minus Consumption) 

 
Source: www.oilprice.com (EIA data) 

 

In March 2016 oil reached the highest price so far, indicating simultaneously a supply dive of 

crude oil. 

The net surplus is defined as follows: 

NET SURPLUS = SUPPLY – CONSUMPTION 

In other words the net surplus is the difference between supply and consumption. The surplus 

in March 2016 has risen to 1.45 million barrels per day in comparison with the net surplus in 

February, which was 270.000 barrels per day. The high price with the high surplus is an indi-

cator of the difficult and relatively durable recovery period that will follow, in order to reach 

the level of a lower price (jump recovery). 

“Meanwhile, on Wednesday, April 12th, Brent futures closed at almost $45 and WTI futures 

at more than $42 per barrel, the highest oil prices since early December 2015, 

(www.oilprice.com)”. 
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Figure 2.6: EIA World Liquids Market Balance (Supply minus Consumption) 

 
Source: www.oilprice.com 

 

The price of oil per barrel increased from $26 to $45 and people in the market believe than 

even a freeze of oil production from OPEC, in cooperation with Russia, will ambiguously 

make the difference. 

In 2015, we had two price cycles. In March, from $44 per barrel the price has raised to $60 

per barrel and that fluctuation endured for 50 days. 

The second price cycle was in August of 2015 when the oil price had raised from $38 to $49 

per barrel in a short period of seven days due to the China’s and US storage withdrawals. 

In December 2015, the oil price dropped to $26.55 per barrel 

ECONOMETRIC MODELS ON OIL PRICE FORECASTING ARE: 

- Time series models 

- Financial models 

- Structural models 

 

Time series again is said to use historical data. 

 



 OIL PRICE VOLATILITY WITH ULTRA-HIGH FREQUENCY DATA 21 

  PANTEION UNIVERSITY OF SOCIAL AND POLITICAL SCIENCES 

   
   

 

Oil prices can follow an AR process: 

 

Where p is the order of the AR(p) process 

 is the polynomial in the lag operator L of order p 

 is a white noise error 

In this model (auto-regressive model) prices are not driven by random fluctuations but by his-

torical data. 

Under the assumption that in financial markets prices tend to go back to their average level af-

ter the shock, given a long run equilibrium level  of the oil price and a mean reversion rate 

a we obtain the following: 

 

Where future price variations depend on the difference between actual and long run price le-

vels 

Error correction models (ECM) are designed to capture movements towards the equilibrium. 

Suppose we have two variables X and Y with an equilibrium level between them Y=aX 

 

Abosedra (2005) proposes to accommodate the one-month-ahead price of oil for every day by 

using the previous day’s spot price and by using the monthly average price to obtain a 

monthly predictor for the future oil price X 

 

Since the co-integration between S and X leads to biased estimates for α and β a non- linear 

estimation is suggested: 

 

Bopp and Lady (1991) prove that this model has a very poor forecasting ability. Their model 

takes into consideration the consequences of the reduction of the OPEC, using a leverage va-

riable and a dummy variable, which capture the effects of the twin towers attack in 2001: 
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Pindyck (1999) uses data from a range of 127 years, trying to see whether time series models 

are helpful in forecasting long horizons, under the assumption that nominal oil prices deflated 

by wholesale prices p: 

 

 

 

which is a more accurate explanation of oil price fluctuations 

 With a deterministic trend: 

 

which performs better in forecasting oil prices. 

 

 

2.2 GENERAL ASPECTS OF OIL PRICE VOLATILITY 

Oil shocks influence macroeconomy (Hui Guo and Kevin L. Kliensen, 2006). Oil volatility is 

asymmetric, provoking asymmetric affects and influences.  In particular, extreme oil price de-

clines aggregate output since they slim down investments by increasing uncertainty and they 

create resource reallocation.  Authors’ survey indicate that volatility’s constructed measure-

ment, using daily crude oil future prices, underline a negative effect on future gross domestic 

product for the time horizon between 1984 and 2004. 

 

Monetary policymakers are really interested in oil price shocks and oil price volatility due to 

its significant effects over the economy. US recessions - and more particularly that one of the 

2001 - provoke a sharp oil price increase. The indication is that an increase in crude oil’s price 

increases simultaneously the production costs, which, in turn, decrease the future gross do-

mestic products. We should seriously take into account that even though countries all over the 

world have started producing oil subsidiaries during the last years, they are not in a full posi-

tion to be unaffected from oil price volatility and to be independent, as regards the various 

sources of production. In other words, oil hasn’t become yet fully subsided and, hence, oil 

price volatility, jumps and fluctuations do matter.  
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Additionally, oil price volatility influences investments. Oil shocks affect aggregate output 

adversely, in a sense that they increase uncertainty for the future; they increase the risk of in-

vestment because of the ambiguous future oil volatility. The potential of being higher may ei-

ther delay the investment (until things become a little bit clearer) or make harder and longer 

the decision-making process. Alternatively, this short of uncertainty provoked by oil price vo-

latility may induce rather costly infrastructure resource allocation, which actually may double 

the cost of an already placed investment, under the strong alternative of shutting down the 

business of a whole company (after an oil shock increase). The evidence, though, of an oil 

price decrease is ambiguous. 

 

We should not neglect the fact that many oil shocks are not controlled and cannot be easily 

explained by standard macroeconomic variables, simply because they are a result of exogen-

ous events, like wars and political instability.  

 

In the next figure, we may see historically the fluctuations and the volatility of oil price over 

the years due to global historic events, proving that oil price volatility is a unique and rare 

case of a sometimes unexplainable and unpredictable change that is interconnected with many 

products and assets. Economists and politicians face such a big challenge in their attempt to 

analyze volatility, the causes of volatility, the extent of volatility, the factors by which this vo-

latility is determined and finally the extent to which one can intervene to these factors in order 

to reduce uncertainty and potential risk. 

 

Figure 2.7: Crude oil prices and key geopolitical and economic events 

 
Source: US Energy Information Administration. 

 

1. US spare capacity exhausted 

2: Arab Oil Embargo 

3: Iranian Revolution 

4: Iran-Iraq War 
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5: Saudis abandon swing producer role 

6: Iraq invades Kuwait 

7: Asian financial crisis 

8: OPEC cuts production targets  

9: 9-11 attacks 

10: Low spare capacity 

11: Global financial collapse 

12: OPEC cuts production targets  

 

As we can see from the above figure, Iran – Iraq War boosted oil price, inducing an 

increase in oil price volatility, followed by a sharp decrease that took place when 

Saudis abandoned swing producer role. The global financial collapse also affected oil 

price volatility. 

 

WORLD CRUDE OIL PRICE AND ASSOCIATED EVENTS, 1970-2014 

Figure 2.8: “What Drives Crude Oil Prices?” 

 
Source: Energy information Administration (January 2015) 

 

Exogenous events are again evident along with their effects in oil price volatility. A 

representative example that is illustrated clearly in the above figure is the Syrian 

Conflict that caused high oil price volatility.  

 

The above evidence reinforce the argument that oil price volatility is a big challenge 
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to investigate, analyze, try to predict, shed light both in the research field and in the 

market field, as well as to provide a useful tool for oil price volatility predictions. 

Such a tool may produce better political strategies, monetary strategies, decision 

making and investment decisions. 

 

Volatility does matter since the frequent price fluctuations provoke an increase in the 

value of an asset or a sharp fall. Moreover and as a whole the year -to-year total costs 

may strongly affect the entire economy. As regards the households’ basket, if oil’s 

price increases, then the cost of living will also rise, while less disposable income 

will be left for the rest of the market. Most countries do not produce oil. They import 

it, which, in turn, means an outflow income.  

 

EIA’s investigation around oil volatility is rather interesting. It examined the extent 

to which the growth of the economy is affected and whether energy prices are a s-

sumed to be stable or predictable. The survey had a time horizon of four years. Other 

things equal, under the assumption of steady or predictable energy prices, the eco n-

omy growth is estimated to reach the level of a 0,2% increase in the GDP (gross d o-

mestic product). This clearly indicates that, other things equal, econ omy will perform 

better if energy prices are stable or predictable. The potential of energy prices to be 

stable is very small. Therefore, the only hope for the economy left is to be able to 

predict oil price volatility to its possible and achievable extent .  

 

Fluctuations in global aggregate demand and global growth are components of price 

volatility. If the change in the world’s aggregate demand for oil affects oil’s volatil i-

ty there would be the same volatility performance for other goods as well. But thi s 

actually is not the case, indicating that oil volatility is something different, unique 

and complicated in comparison with the market performance of other goods.  

 

A key explanation of oil price volatility is the increase in the foreign value of a US 

dollar. There is evidence that an increase in the US dollar foreign exchange value is 

accompanied with a fall in oil prices. We should not forget that oil is priced is US 

dollars. Thus, a decline in the foreign exchange value of the US dollar makes oil 

more expensive for non-US consumers. 

 

Consequently, non-US consumers may reduce demand, which, in turn, may smooth 

oil price. Sometimes though, a strong US currency may not affect oil price, reflec t-

ing, thus, the result of other changing conditions (like global economy). 

 

Correlations over the years between oil price and the foreign exchange value of the 

US dollar seem to vary. 

 

We should make clear that oil volatility is not a result of supply. If oil was stored 

and released in special times at predefined quantit ies then such an argument would 

have a base. But this is not the case.  
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Oil is not and it cannot be stored. Changes in oil inventories are one parameter b e-

hind oil’s volatility. But it cannot simply and without special evidence be considered 

the main and vital factor of oil’s price fluctuations.  

 

 

2.3 ECONOMETRIC APPROACHES HISTORICALLY USED IN 

FORECASTING OIL PRICE VOLATILITY 

Accurate and considerable forecasts of volatility are rather crucial inputs and co m-

ponents for a range of finance applications like derivatives pricing, portfolio selec-

tions, asset allocation etc. As we have analyzed it before, volatility is not always o b-

servable and researchers are trying to extract volatility from other variables. Volatil i-

ty models are being used to measure and predict - to the possible extent - future vola-

tility. 

 

Niaz Bashiri Behmiri and Jose R. Pires Manso outline that forecasting oil price vol a-

tility can be approached by two methods: the quantitative method, which in turn is 

divided in econometrics (time series models, financial models and structural models) 

and non-standard methods, and the qualitative method (the mechanism under which 

wars, natural disasters etc may affect oil price volatility). Time series analysis is 

based on historical data. Time series analysis involves naïve models, exponential 

smoothing models and auto-regressive models like ARIMA, ARCH, GARCH. Niaz 

Bashiri Behmiri and Jose R. Pires Manso have presented results of various studies 

that indicate that “a) time series models are adequate for forecasting oil prices in the 

short run, but they have limited forecasting ability in the medium and long-term, b) 

time-series models provide accurate forecasts of oil price volatility, but a single 

model cannot be used in every case, c) oil prices and their vola tility display signifi-

cant nonlinearity, which indicates that small shocks to the economy could have large 

and unpredictable implications for oil prices and their volatility”. More specifically 

Wang (2005) uses the ARIMA model to examine crude oil data from January 1970 to 

December 2003. The output of sample forecasts gives evidence that the linear 

ARIMA model provides poor forecasting compared with a non-linear artificial neu-

tral network. Xie (2006) also applies an ARIMA model to examine prices in the same  

period, indicating once again that the ARIMA model provides poor forecasting. Fe r-

nandez (2010) does an out-of-sample both for short- and long-run horizons, using 

daily natural gas and Dubai crude oil prices for the period 1994-2005 in the ARIMA 

model. For the short-run forecasts the ARIMA model has superior performance, but 

for long-horizon forecasts the ARIMA model doesn’t perform well. The ARIMA is 

linear and hence is inappropriate to describe the non-linear components of oil price 

time series.  

 

Cheong (2009) uses GARCH type models to compare the volatility forecasting abil i-

ty. He uses WTI, the Brent crude oil spot prices for the period 1993-2008. As regards 

the out-of-sample accuracy estimated 5-, 20-, 60- and 100-day horizons, results show 

that “the standard short memory GARCH normal and student-t models outper-
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form…and GARCH models that account to asymmetric reaction of oil volatility to 

price changes perform better at longer horizons”. Kang (2009) executes a similar 

test, the results of which also indicate that the out-of-sample forecasts using a single 

GARCH model does not outperform the other models for both Brent and WTI.  

 

Giliola Frey, Matteo Manera, Anil Markandya, Elisa Scarpa (2009) outline the i m-

portance and significance of studying oil prices. As they have outlined in 2007 the 

WTI (West Texas Intermediate) reported a price of 72$/b whereas in 2008 the price 

has been boosted to 100$/b (a 38% increase). They also support that despite the fact 

that up to 2030 people all around the world will try to  switch from liquid fuels to 

other energy subsidies, oil will still be a significant fuel option and the total increase 

from 2005 to 2030 in fuel consumption is expected to rise by 1,2%. Generally spea k-

ing, oil is important due to its contribution to the generation of electricity. Going a 

little bit back in history they remind us that by the end of the 19
th

 century United 

States was the basic consumer of oil and its North Eastern region was by then the 

main source of oil. Oil became famous shortly in Europe. The increasing consump-

tion caused depletion of the US reserves and other sources of oil were di scovered in 

Iraq, Saudi Arabia. By the end of WWII, oil was the predominant source of energy. 

The cooperation between the United States and the Saudi Arabia created a strong al-

liance that could control the production and the price of oil. In 1950, oil sources were 

discovered in Middle East and OPEC was established, that is, a strong cartel. In 

1970, US were out of oil and started importing it. In other words, it  became an oil 

dependent country. In 1973, the support of the United States to the country of Israel 

provoked the embargo of the Arab countries and as a result the price of oil increased 

by 400%. Since then the stability of oil price was vanished and a per iod of oil price’s 

fluctuations started. 

 

The second uncertainty phase was in the period 1979-1980 where the Iran–Iraq rela-

tionships were under war, pushing oil price to double and proving the inability of 

OPEC to control the price. Non-OPEC countries increased oil production to meet 

supply and demand needs. Saudi’s Arabia oil production caused a huge price d e-

crease. 

 

It was only in the 1990s, after the Gulf War and the invasion of the Kuwait, that the 

oil consumption started to increase aided by the growth of the Asian economies. The 

decrease of the oil price in 1997-1998 was due to the OPEC’s increase of production, 

accompanied by a stability of growth of the Asian economies, leaving OPEC with 

oversupplies. 

 

A common approach to forecast volatility is time series models using asset prices 

along with historical data and information. Volatility models are being divided into 

two main categories: the auto-regressive conditional ARCH models and the stochas-

tic volatility models (SV). The latter ones include unobserved jumps to the return va-

riance, which make things rather difficult.  



 OIL PRICE VOLATILITY WITH ULTRA-HIGH FREQUENCY DATA 28 

  PANTEION UNIVERSITY OF SOCIAL AND POLITICAL SCIENCES 

   
   

 

 

ARCH models take into account the conditional variance as if it was observable. R e-

searchers have shown a preference in the ARCH models and their extensions since 

their results over the time-varying volatility are quite decent. Despite the success of 

the ARCH models some studies assert that they have poor performance in out -of-

sample forecasts (Figlewski, 1997). 

 

Other researchers (Andersen and Bollerslev, 1998) opposite the reason tha t make 

ARCH models less dynamic, as regards the out-of-sample performance, by asserting 

that it is not the failure of the models, but the failure to specify the volatility proxy. 

Log absolute or squared returns are very noisy to the measurement errors. Thus, inef-

ficient inferences concerning latent volatility are being provided.  

 

The alternative solution that Andersen and Bollerslev suggest is to be estimated by 

high frequency intraday returns. As they argue, under appropriate conditions the use 

of high frequency data to predict volatility is an unbiased, highly efficient estimator 

of return volatility, and it gives the chance of a more accurate forecast for future v o-

latility.  

 

High frequency data, though, have been criticized for susceptibility to microstr ucture 

effects, for discrete observations, bid ask bounce and for the fact that not all fina n-

cial markets really have available high frequency data to proceed.  

 

The extreme value or the range-based estimator is another solution to discover the la-

tent volatility. Daily opening, daily closing, high and low prices data commodities 

and currencies are necessary to produce a worthy estimation of the volatility.  

 

Alizadeh, Brandt and Diebold (2002) underline that the log range (which is the high 

daily log price minus the log daily low price) is an efficient and reliable volatility es-

timator. 

 

One way to forecast volatility involves building time series models for volatility, u s-

ing past asset prices in combination with other relevant historical information. These 

are divided in two distinctive categories, the auto-regressive conditional heteroske-

dastic (ARCH) family Engle (1982), and the stochastic volatility (SV) (Clark, 1973). 

SV models include an unobserved shock to the return variance into representation of 

the volatility dynamics. In contrast, an advantage of the ARCH models is that they 

treat the conditional variance, given past information, as observable, and maximum-

likelihood methods can be used to estimate the model parameters. The ARCH model 

is the mostly used one, as well as its various extensions, since they have been proven 

to capture the time-varying volatility observed in financial data.  

 

Despite the fact that ARCH models have been widely used, they provide poor out -of-

sample forecasts and don’t shed much light on the variability of ex post realized vo-
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latility. Andersen and Bollerslev (1998) assert that this not a failure of the ARCH 

models, but a failure to define accurately the volatility proxy.  Absolute or squared 

returns are noisy due to the measurement errors.  Therefore inefficient inferences are 

remarked, regarding underlying latent volatility and its dynamics. They proposed an 

alternative measure for an ex-post latent volatility, estimated by high-frequency 

intraday returns. Under appropriate conditions, it is an unbiased highly efficient es-

timator.  Nevertheless, advocates of evil blame it for susceptibility to microstructure 

due to non-synchronous trading, discrete price observations bid-ask bounce, intraday 

periodic volatility patterns and due to the fact that high frequency data is not availa-

ble for all financial markets. 

 

Alternatively, there is also the extreme value or range-based estimator. They require 

daily opening, closing, high and low prices.  Alizadeh, Brandt and Diebold (2002) 

showed that the log range (difference between logarithms of daily high and low pri c-

es) is a rather efficient volatility estimator. 

 

Another forecasting approach is option prices. Options have been used for managing 

price risk. Their hedging function is the inference of information about markets as-

sessment of specific assets’ future volatility.  Research and practically frequent tests 

proved that the option prices approach has superior predictive ability.  Studies 

though show that the implied volatility is higher than the realized volatility.  The bi-

as in implied volatility may be the presence of a volatility risk premium.  

 

Another volatility approach is based on the information reached in option prices.  

Options are being used to reduce price risk since they are robust against unfavorable 

market moves. Options are also useful to transfer information of an asset’s future v o-

latility. 

 

The ability of the realized volatility by option prices to predict future volatility is 

said to provide sufficient evidence that it is efficient. Nevertheless surveys prove that 

realized volatility is an upward biased predictor and that most of the times it is hig h-

er than the future-realized volatility. This is partly explained because investors seem 

to prefer to pay a premium to hedge against the upward market-realized volatility. 

 

Another aspect of the observed bias in the realized volatility is that the realized vol a-

tility is based on the money Black – Scholes model on implied volatility, one of 

whose assumptions is that volatility is considered to be constant. Once constant vola-

tility is used as an assumption to analyze options and price is being determined under 

conditions of stochastic volatility measurement errors occur.  

 

Britten – Jones and Neuberger (2000) form a model-free implied volatility, which in-

cludes whole cross-section option prices rather than money prices alone. In that way, 

the measurement error is being reduced to an adequate extent.  
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GARCH models have been widely used to model the return volatility.  Much research 

has been done and still carries on about crude oil’s forecasting volatility. 

 

Kang (2009) argued that, as regards oil volatility CGARCH and FIGARCH models 

are performing much better compared to GARCH and IGARCH models, as a method 

to capture long memory volatility. 

 

Cheong (2009) in his investigation ends up to the point where he argues that the 

GARCH model performs better than others he tested (namely APARCH, FIGARCH, 

FIAPARCH) in the Brent crude oil market. FIAPARCH model, in turn, has a superior 

performance in relation with other models in the WTI crude oil market.  

 

Mohammadi and Su (2010) used four GARCH models: GARCH, EGARCH, 

APARCH and  FIAGARCH in eleven crude oil markets. EGARCH and APARCH 

models, according to their research and point of view based on  their survey, are 

doing better in an out-of-sample forecast evaluation. 

 

Wei (2010) edited a larger number of linear and non-linear GARCH models, using 

more loss functions. He comes up with the conclusion that the long-run non-linear 

models outperform the linear ones for crude oil’s volatility forecasting.  

 

Sadorsky (2006) uses both univariate and multivariate models to forecast daily vol a-

tility in petroleum futures price returns for the time horizon between 1988 and 2003. 

GARCH models seem to perform efficiently.  

Aggolucci (2009), on the other hand, argues than GARCH models CGARCH and 

TGARCH models following a GED error distribution perform better.  

 

Researchers like Parkinson (1980), Garman and Klass (1980), Ball and Tours (1984), 

Rogers and Satchell (1991), Kunimoto (1992), Yang and Zhang (2000) advocate that 

range data is available in most financial assets over long time horizons, making them 

a more efficient estimator of volatility than a variance estimator based purely on 

closing prices. 

 

Schwert (1990) argues that range data are not really helpful to forecast stock returns. 

However, they actually do important work in predicting volatility. Bali (2003) pr o-

vides empirical evidence that the estimation of the value at risk is superior to that of 

a standard approach. Daily frequent extreme value estimators are significantly more 

efficient than the traditional estimators.  

 

Alizadeh, Brandt and Diebold (2002) investigate log range volatility’s proxy prope r-

ties. They claim that the log range is more efficient because the log range is one 

quarter of the error of the standard volatility proxies. In other words, they proved 

that range based volatility estimators provide a much better and more accurate vol a-

tility forecast. 
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Shu and Zhang (2006) reinforce Alizadeh, Brandt and Diebold’s evidence by devel-

oping respectively a range-based covariance, thus showing that this measure is much 

more efficient. 

 

The value of range-based estimators is also proven and is demonstrated in more 

complex volatility models, such as that of Chou (2005), who created the conditional 

auto-regressive range CARR model. He asserts that the CARR model outperforms the 

GARCH model. 

 

Generally speaking, when market prices often change over a short period of time the 

market is considered to have a high volatility. When prices over a short period of 

time are relatively stable with only small fluctuations, the market is supposed to have 

low volatility. 

 

In energy markets with assets like oil, gas, etc prices and their volatility is rather i m-

portant, simply because the ability to increase their value, which is typically counted 

in millions or billions of dollars, depends on the ability to buy or sell at a profitable 

price. 

 

Walid Chkili, Shawkat Hammoudeh, Duc Khuong Nguyen examine in their survey 

the suitability of GARCH-class models “in modeling conditional volatility and mar-

ket risk (VaR) out of four most widely traded commodities (crude oil, natural gas, 

gold and silver), in the presence of long memory and asymmetric effects”. There is 

not much research and literature on the choice of the “right” volatility model to fore-

cast future volatility.  They prove in their research that non-linear volatility models 

are best for the estimation of the VaR forecasts, both in short - and long-trading posi-

tions. Aloui and Mabrouk, 2010, as well as Cheong, 2009 and Wei 2010 assert that 

the long-run memory and asymmetry properties are important and rather significant 

in the improvement of the accuracy of the VaR estimates. Most papers separate long 

memory from asymmetry and usually focus on the long memory. Their survey takes 

both into account. Moreover, past surveys approach the volatility forecasting by f o-

recasting conditional return and not conditional volatility. It is concluded that the 

best model is the FIAPARCH one, which provides the best VaR estimates and fore-

casts. The number of violations of that model is the lowest. Acknowledging the i m-

portance of volatility asymmetry of commodities and its importance in forecasting, 

asset valuation, hedging and risk management several surveys try to model commodi-

ty volatility behavior. Choi and Hammoudeh (2009) argue that long memory (LM) 

univariate GARCH models are better than standard GARCH models in forecasting 

commodity volatility. More specifically they argue that “The FIGARCH model pro-

vides strong evidence of long memory (LM) for most of oil and products price r e-

turns”. Cheong (2009) discovers that simple GARCH model process oil data much 

better than GARCH models, which accommodate asymmetry and LM. Moreover, he 

declares in his research that “the non-parametric GARCH model yields superior per-
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formance compared to an extensive class of parametric GARCH models, based on 

loss functions and Hansen’s superior predictive ability test. Walid Chkili presented a 

number of GARCH type models to cover spot and future prices of crude oil. Namely, 

these are three non-linear eGARCH models: FIGARCH, FIAPARCH and 

HYGARCH. The whole concept of choosing non-linear GARCH models is that com-

modities like oil are vulnerable and various shocks in markets affect its volatility. 

Their basic difference from linear GARCH–class models is that they take into ac-

count LM and volatility asymmetry. 

 

Starting with the FIGARCH model, we have the opportunity via this model to disti n-

guish the long memory from the short memory in the conditional variance. 

FIGARCH (1,d,1) model has as follows: 

=ω+β +  

 

Where ω>0, β<1 and λ<1, d is the fractional integration parameter and satisfies 

0≤d≤1. If d=0 in short memory, we have GARCH (1,1 ) , if d=1 we have IGARCH 

(1,1) 

 

The second model used is the FIAPARCH one, which accommodates both LM and 

asymmetry effects in the conditional volatility. FIAPARCH (1,D,1) is:  

=ω  +  

Where again ω>0, δ>0, β<1 and λ<1.  The parameter γ refers to the asymmetry under 

the condition -1<γ<1.  When γ>0, negative market shocks will have more impact on 

the product’s volatility return than positive shocks will have. The fractional integr a-

tion parameter d under the condition 0≤d≤1 demonstrates LM in the conditional va-

riance process. When γ=0 and δ=2 we have the GIGARCH model. When d=0 we 

have the APARCH model. 

 

Finally, we have the HYGARCH hyperbolic GARCH model which is demonstrated 

as follows: 

 

Where ω>0, α≥0, β<1, λ<1 and 0≤d≤1.  Davinson (2004) indicates that the 

HYGARCH model «permits the existence of the second moment at more extreme 

amplitudes than the simple IGARCH and FIGARCH models do”.  

 

The crucial element for investors is to find out the best model for predicting the V aR 
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of their asset portfolios. VaR estimates and forecasts are produced from two GARCH 

models, the EGARCH and the FIAPARCH model. In Walid Chkili’s research, VaR 

forecasts both in the long- and the short-run are produced with α ranging from 5% to 

0,25%. The accuracy is tested using the Kupiec likelihood ratio (LR) test. In -sample 

results show that the GARCH model is not doing that well in the short -run and long-

run positions. The EGARCH model is not better. The FIAPARCH model is much be t-

ter than the others. Mabrouk (2010) indicates that models taking into account LM 

and asymmetry develop the quality and accuracy of the VaR estimations. Out -sample 

VaR estimations indicate the same pre-mentioned results. FIAPARCH model’s supe-

rior performance is evident. 

 

A realized volatility model is Corsi’s (2009) model named HAR -RV model, as it is 

explained in a Henrik Soyland Langeland paper (2013). Traders have different time 

horizons. In the short term, the trader will be influenced both by short - and long-term 

volatility, whereas the long-term trader is not influenced by short-term volatility.  

Andersen (2007) indicates that HAR-RV model in forecasting performs much better 

than the long memory ARFIMA model.  

 

The realized volatility is defined as:  

 

 

 

Where d stands for day  

W stands for week 

And m stands for month  

 

The above equation is the HAR(3)-RV with a simple auto-regressive structure, which 

can easily be extended by adding additional regressors.  

 

The HAR (3)-RV can then be extended to HAR-RV-IV by adding additional regres-

sors, such as the implied volatility IV. We then come up with the following model:  

 

After that, we can take into account the HAR-RV-EX model with  defined as 

the max (  and  as the min (  with RTN representing the percen-

tage change in price from market close at t -1 to market close at t. 
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If is the daily average size of trades 

 is the average number of contracts traded during day t  

And  is the number of open interests at day t for the monthly cycle 

 is max ( ) 

 is min ( ) 

 

The conclusions that can be made from the above modes are shortly displayed below. 

The three coefficients of the HAR-RV model are highly significant. One day’s vola-

tility has the strongest effect on the following day’s volatility level.  

 

When IV is included, a reduction happens in all three RV coefficients, but the largest 

reduction is observed in the monthly measure. IV loses its statistical significance and 

hence it performs better in shorter horizons.  

 

By adding the exogenous variables, the estimated coefficient of the short -term com-

ponent decreases.  Thus, the information parameter of the Ex variable overlaps the 

information in the daily RV measure. The R squared values have increased.  

 

Henrik Soyland Langeland, using Corsi’s (2009) HAR-RV model, combined the rea-

lized volatility RV with the implied volatility IV and other exogenous EX  variables 

by using high frequency data and found that the HAR-RV model fits the RV time se-

ries significantly better when both IV and EX are added to the model. IV is statist i-

cally significant in the short-run rather than in the long-run. “Implied volatility im-

proves predictions most significantly for short-term predictions, whereas other mar-

ket variables and particularly the bid ask spread had a more significant effect than 

implied volatility for long term forecasts”.    

 

 

2.4 LITERATURE REVIEW ON HAR MODELS 

Benoit Sevi, 2014, using intraday data for a period of 66 days  asserts that the decom-

position of continuous and discontinuous (jumps) from negative or positive intraday 

returns gives a forecasting result competing to the models that include different co m-

ponents of the realized variance. Sevi’s analysis provides “a la rge-scale empirical 

analysis of the forecasting accuracy of various time series models derived from the 

innovative HAR (Heterogeneous Autoregressive). There is much literature concern-

ing the predicting procedure using intraday data. Fleming, Kirby, and Ostdiek, 2003, 

as well as Corsi, Fusari and La Vecchia, 2013, reinforce the idea of the aforemen-

tioned Benoit Sevi process, regarding the forecasting accuracy of time series models, 
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using intraday prices. Asymptotic theory is used to detect jumps. Realized semi-

variances are the high-frequency semi-variances about daily data. Results are then 

compared to forecasts from implied volatility. Sevi completed his study firstly b e-

cause forecasting the most traded good was really exciting, secondly because he was 

aware that the results of such a research affect risk management and portfolio selec-

tion and thirdly because in general Sevi believes that shedding light on forecasting 

crude oil prices, using intraday data, will also shed light on jumps in stock index.  

 

HAR – type models are used in combination with realized semi-variances and de-

tected jumps (Patton and Sheppard,2011). Crude oil’s returns volatility has been 

processed and studied using the GARCH-type models. Sevi declares via his paper 

that power auto-regressive models are superior in the short-run in predicting volatili-

ty while GARCH type models are better in the long-run. Ding, Granger, and Eangle 

(1993) and Mohammadi and Su (2010) have the same point of view, demonstrating 

the better performance of the APARCH model compared to the GARCH or EGARCH 

models. The basic difference between the GARCH models and the HAR models is 

that the formers used daily data, while the latter use up all the information contained 

in intraday information/data.  

 

To process the volatility and jump detections some equations should be introduced:  

 

Starting with the realized variance (RV) 

 

 where frequency tends to infinity 

 

To disentangle continuous jumps the bi-power variation is introduced: 

 

The BVP has certain drawbacks though. The adjacent return doesn’t tend to zero and 

“the large “jump” intraday return results in an upward bias of the BPV”. This zero 

return provokes a downward bias of the BVP. The median realized variance 

(MedRV) seems more promising. It is presented as follows: 
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MedRV eradicates the impact of jumps. The estimator is stronger to zero returns.  

 

To detect jumps in our study we use the adjusted jump ration statistic. The test stati s-

tic for day t is defined as: 

 

Which is extended for the research’s purpose to the MedRV estimator: 

 

“When the ZJ statistic is significant, then the difference between the RV and the 

BPV or MedRV is too large” which means we have a ”jump”. So the jump comp o-

nent has as follows: 

 

The RV-BPV gives us the squared jump component and the continuous component 

equals the BPV. When there is no jump the continuous component is similar to the 

RV. 

Patton and Sheppard (2011) introduced the significance of the realized semi -variance 

defined as follows: 

 

Sevi uses the HAR model (Corsi, 2009), which is estimated using standard ordinary 

least squares. 

The average realized variance over the period [t+1, t+h] is:  
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The eleven time series HAR models can now be illustrated:  

 

The HAR-RV-J, by Andersen et al (2007), where a jump component is completed us-

ing one day lagged squared jump, has as follows: 

 

The same authors have also introduced the HAR-CJ model in 2007, with the follow-

ing equation: 

 

Two years later, in 2009, Corsi presents the HAR-RV model, which is expressed as: 

 

In 2011, Patton and Sheppard introduced several models and more specifically the  

PS model, using the realized semi-variances decomposition of one day so that lagged 

positive and negative components are distinguished:  

 

The PSlev model, which examines whether the superior significance of the negative 

realized semi-variance does not come from a leverage effect: 

 

the HAR-RSV model that assumes that positive and negative realized semi-variances 

can have a different forecasting power at different tags:  

 

the HAR-RV-SJ model: 
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and finally the HAR RV-SJd model, with a discrimination between positive and neg-

ative jumps: 

 

 

During the same year, Chen and Ghysels provided the CG model, where one day 

lagged squared jump is considered: 

 

 

Finally, Sevi presents another two models, that is, the HAR-CSJ model, where signs 

of jumps are taken into account over a time period larger than one day:  

 

and the HAR-CSJd model, where there is a discrimination between negative and pos-

itive signed jumps:  

 

Sevi’s research provides us with important results. It is proved that the fit of the pre-

dictive regressions may be improved by taking into account components like the 

squared jump component, the continuous component, the detected jumps and the re a-

lized semi-variances. Nevertheless in an out-sample case study the results are not 

much better than sophisticated models’ results.  

 

The survey of Stavros Degiannakis and George Filis, 2015, is also of great interest. 

They made research also in the oil price volatility forecasting. They have admitted 

that oil prices monopolize media interest and it is a real challenge for a researcher to 
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contribute in that field of research. According to their survey, the involvement of 

hedge funds in the oil market, which provoked the financialisation of the market, 

makes research really interesting. Accurate and authoritative forecasts of oil price 

volatility are rather crucial for policy makers and oil traders. Sadorsky (2006) was 

the first to deal with the oil volatility forecasting using GARCH, TGARCH models, 

followed by Sadorsky and McKenzie (2008) who showed that GARCH-type models 

provide accurate forecasts. Kang (2009) using daily oil prices proved that CGARCH 

and FIGARCH models are more useful. Nomikos and Pouliasis (2011) using one day 

ahead oil price volatility proved that both MIX-GARCH and MRS-GARCH models 

are better than simple GARCH models. Kang and Yoon (2013) assert that ARFIMA-

FIGARCH models have better performance. Most researchers argue that univariate 

GARCH models give more accurate results. Efimova’s and Serletis’s(2014) survey is 

the first to introduce the S&P500 daily returns in their univariate GARCH-type and 

multivariate models. Their findings indicate that univariate models produce better f o-

recasting results and that the involvement of the S&P500 did not improve the results. 

Andersen and Bollerslev (1998) “introduce an alternative measure of daily vo latility, 

which considers intraday data, namely the Realized Volatility. The realized volatility 

is based on the idea of using the sum of squared returns to generate mo re accurate 

daily volatility measures. Numerous studies have shown that the intraday data are 

able to produce better forecasts, compared to the daily data (Hansen and Lunde, 

2005, Engle and Sun, 2007). From 2014 and on surveys on forecasting oil volatility  

have started using high frequency data. Prokopczuk (2015) made his survey using 

intraday data and a HAR model showing like Sevi that modeling jumps doesn’t help 

the accuracy of forecasting of the HAR-RV model. Stavros Degiannakis’ and George 

Filis’ research approaches the oil price realized volatility forecasting using the HAR-

RV model and considering 14 exogeneous variables that concern four di fferent asset 

classes (i.e. stocks, foreign exchange, commodities and macroeconomics) and ex-

plain whether their realized volatilities affect oil volatility forecasts,  They provided 

a solution on how to deal with exogenous variables. The forecasting accuracy is 

based on individual asset class, their combined forecasts and the forecast -averaging. 

By using the period of crisis 2007-2009, the model confidence set and the direction 

of change (DoC) accuracy can be evaluated by applying the Median Absolute Error 

and the Median Squared Error in forecasts during a 66-day period. 

Realized volatility DRV is demonstrated as follows: 

 

Hansen and Lunde, 2005, argue that the realized volatility should include the fact 

that even when markets are closed, information keeps on flowing and, hence, they 

proposed to adjust/replace the intraday volatility with the close -to-open inter-day vo-

latility as follows: 
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The annual realized volatility series is:  

 

 

Let us introduce you the HAR models. The first type is the HAR-RV: 

 

Following the HAR-RV-X model 

+  

Using these data they come up with the one day ahead forecast ing realized volatility.  

 

The conclusion of the article is that the HAR-RV model outperforms the forecasting 

accuracy at all forecasting horizons. The HAR-RV-X models should be used from 

stakeholders, while as regards the oil price volatility the HAR-RV model should 

ideally be used. In addition, it is obvious that using the Median Absolute Error is 

better than using the Median Squared Error. “The fact that HAR -RV-X models, 

which combine multiple asset classes’ volatilities are the best performing models, 

provides strong support to our argument that different asset classes’ volatilities pr o-

vide important information for the forecast of oil price volatility, given the fact that 

there are different channels through which every asset class could have an impact on 

the oil price volatility”. 



 OIL PRICE VOLATILITY WITH ULTRA-HIGH FREQUENCY DATA 41 

  PANTEION UNIVERSITY OF SOCIAL AND POLITICAL SCIENCES 

   
   

 

2.5 INTERACTION OF OIL PRICE VOLATILITY WITH STOCK 

MARKETS’ VOLATILITY 

Din Hoang Phan, Susan Sunila Sharma, Paresh kumar Narayan (2015) shed light on 

another significant aspect of crude oil’s forecasting price volatility by examin ing the 

interaction between crude oil and the equity markets for the period between 2009 and 

2012. According to their survey the integration of the bid – ask spread and trading 

volume components leads to a better prediction of the oil’s price volatility. T rading 

information also improves the oil price’s volatility predictability (both for in -sample 

and out-of–sample cases). The trading strategy based on predictive regression models 

yields utility gains to mean-variance investors. There is such strong evidence regard-

ing the impact of the oil price on stock markets. Dispreong (2008), Park and Ratti 

(2008) and Miller and Ratti (2009) assert that “there is a negative effect of crude oil 

price returns on stock returns” whereas some other researchers like Chen (19 86), 

Huang (1996) and Wei (2003) do not indentify a statically significant effect. Narayan 

and Sharma (2011) argue there is a mixed affection. Sectors related to oil, such as 

transportations, are positively affected by oil price changes, while the rest of the sec-

tors are negatively affected. Another point of view about the relationship between oil 

price’s volatility and stock markets’ volatility is the cross – market volatility trans-

mission. Agren (2006) finds significant interaction in a sample of countrie s (US, UK, 

Japan, Norway and Sweden) with the exception of Sweden. Hammoudeh (2004) an a-

lyses the volatility interaction among five S&P oil sector stock indices and oil prices 

from the US market using GARCH models. It is proved that there exists a bidire c-

tional interaction between the return volatility of oil futures and oil sector indices. 

Malik and Edwing (2009) have also found a significant volatility interaction between 

oil prices and five US equity sector indices using the GARCH model.  Arouri (2011) 

underlies the fact that there is a uni-direction transmission of volatility in the Euro-

pean market with oil markets affecting stock markets, while in the US market the v o-

latility transmission is bidirectional.  

 

D.H.B. Phan, S.S. Sharma, P.K. Narayan (2015) include for the first time informa-

tion on trading volume and bid-ask spread in testing cross market volatility interac-

tions between crude oil and equity markets. They discover significant evidence that 

the involvement of this parameter (information on trading volume and bid-ask 

spread) lead to more accurate forecasts of the volatility in both markets. “Crude oil 

and equity markets are heavily traded and studies based on low-frequency data, such 

as daily, weekly or monthly data, may fail to capture information contained in intra-

day price movements.  As volatility is a key input for market risk evaluation and d e-

rivatives in pricing, intraday volatility modeling and forecasting are important to 

market participants who are involved in intraday trading, such as da y traders, high – 

frequency portfolio managers, and program traders”. Wang and Wang (2010), as be-

ing presented in D.H.B. Phan, S.S. Sharma, P.K. Narayan (2015) analysis.  

 

   

 



 OIL PRICE VOLATILITY WITH ULTRA-HIGH FREQUENCY DATA 42 

  PANTEION UNIVERSITY OF SOCIAL AND POLITICAL SCIENCES 

   
   

 

2.6 THE IMPORTANCE OF JUMPS 

Marcel Prokpczuk (2014) defines jump intensity “as the number of jump days in that 

month over the total number of trading days in the particular month”. The dynamics 

of jumps are crucially important in predicting crude oil’s volatility forecasting. HAR 

type models, according to their survey, capture the dynamics  of jumps. Especially for 

oil, Marcel Prokpczuk (2014) asserts that the portion of positive jumps (4.1%) for the 

period of 2008-2009 was twice as high compared to that of the negative jumps. Gen-

erally speaking, the intensity of crude oil displays a large variation compared with 

other goods like gasoline, natural gas, heating oil. Noticeable is that the mean of the 

positive jumps of oil is almost the same with the mean of the negative jumps. The r e-

sults of the survey indicate that volatility increases after a jump event. The coeffi-

cient of oil (approximately 0.098), which is higher than that of gasoline, etc, ind i-

cates that a negative jump enters the regression with a negative loading implying a 

prediction of increase of the future volatility. In modern finance, we focus on volatil-

ity rather than on variance, as modern portfolio theories indicate. Nevertheless, tests 

on jump detection identify jumps in variance and not in volatility. Modeling of 

jumps, in order to improve the accuracy of variance forecasting, have led us to simi-

lar conclusions. To sum up, the analysis indicates that jumps are rare, with a varying 

intensity, and the results from testing whether modeling of jumps help us to predict 

future volatility are depressingly showing that jumps do not sign ificantly improve the 

accuracy of volatility forecasting in energy (oil) markets.  

 

 

2.7 THE IMPORTANCE OF USING HIGH FREQUENCY DATA 

The availability of high frequency data has boosted activity in economics. The basic 

reason that high frequency data can improve forecasting accuracy is that volatility is 

highly persistent. A more accurate measurement of the current volatility, using high 

frequency data, is precious and significant for forecasting future volatility.  

 

Another reason that high frequency data are considered useful for an improved vola-

tility forecasting is that it improves the understanding of the dynamic properties of 

volatility. Future volatility may be predicted using realized measures. In addition, 

realized measures have contributed in the development of new volatility models that 

produce more accurate forecasts. The evaluation of volatility forecasts has been also 

improved by high frequency data. The estimation of complex volatility models, like 

the continuous time volatility models, can be improved and developed by realized 

measures.  The understanding of the factors and the driving forces that affect vol a-

tility and their importance has been improved by the use of high frequency data.  

Summing up, the squared intraday returns give us the realized variance. The realized 

variance shows that volatility models deliver accurate forecasts (Andersen and Bo l-

lerslev, 1998). 

 

Using high frequency data, the volatility forecasting procedure may be divided into 

the reduced form volatility forecasting and the model-based forecasting. The reduced 
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form volatility model is a time series model (e.g. ARIMA) with realized measures 

used to produce volatility forecasts.  

The model-based approach specifies the distribution of returns by using a model for 

returns (e.g. GARCH). 

 

In conclusion, high frequency data are used to produce volatility forecasts. High fr e-

quency data help us understand better the components and factors that determine v o-

latility. 

 

 

2.8 CHAPTER HIGHLIGHTS 

In this part are summarized the most important information of the chapter. First of all 

were presented some basic economy theory over oil price in order to increase the i n-

telligibility the causes of oil price volatility and then presented background inform a-

tion about the mechanism of oil price volatility and the models with which we can 

estimate her, focusing on oil price realized volatility by using HAR models. Two 

other issues that considered, was the importance of using high frequency data in our 

research that define better the volatility and the notability of using specific other as-

sets on estimating and predicting better the volatility of oil price. Thus, our attempts 

are heading in the direction of providing enough evidence to support whether ex-

ogenous variables' implied volatilies contribute in oil price volatility estimation sig-

nifically, by using ultra-high frequency data. 
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3. MODEL SPECIFICATION AND 

DATA SELECTION 

3.1 INTRODUCTION 

This part of our study presents the method we used to build the model, that is, the 

identification of the dependent variable, the data collection, the selection of the ap-

propriate statistical software for model calculations and finally the presentation of 

our outputs. Furthermore, we define the criteria used for the selection of the implied 

volatilities of other indicators, which were included in our sample as regards oil 

price realized volatility. The results from the estimation of each HAR Model, as well 

as the key conclusions of this study, are quoted in the next Chapter.  

  

3.2 BUILDING THE MODEL 

 

Realized Volatility Measure 

The realized volatility can be calculated with the following mathematical equation:  

 

It should be mentioned that as the time interval (τ) extends towards infinity, the rea-

lized volatility coincides with the integrated volatility. Microstructure frictions that 

are correlated with high sampling frequency have as a consequence the addition of a 

greater noise volume to the estimated volatility. Therefore, microstructure frictions 

may influence the balance between accuracy and potential bias.  

 

In order to solve this problem, Andersen et al. proposed the configuration of the v o-

latility signature plot, where the average realized volatility is se t against the sam-

pling frequency. Given the fact that the bias due to microstructure frictions increases, 

as the number of samples gets higher, the signature plot can be used so as to dete r-

mine the highest frequency where the average realized volatility remains as steady as 

possible. 

 

Optimal sampling frequency 

Towards this direction, in our attempt to define the highest frequency with the stab i-
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lized realized volatility, the inter-day variance (yt
2
) is decomposed into the intra-day 

variance (RVt
(τ)

) and the intra-day auto-covariances (yti, yti-j), as follows: 

 

 

The measurement error is expressed by the latter part, assuming that E(yti, yti-j) = 0 

for j ≠ 0. Based on the aforementioned, when the auto-covariance bias is eliminated, 

then the sampling frequency is optimal.  

 

Inter-day adjustments 

Intraday volatility is influenced even when markets are closed, since the flow of i n-

formation never stops. In order to enhance accuracy and address this problem, the 

close-to-open inter-day volatility was proposed (Hansen & Lunde, 2005), which is 

estimated as follows: 

 

where the values of ω1 and ω2 are such, so as to minimize the difference between rea-

lized volatility and integrated volatility, that is, to minimize the variance of RV.  

 

Heterogenous Auto-Regressive model 

Corsi et al. proposed in 2009 the HAR model, which is estimated as:  

 

 

 

 

Heterogenous Auto-Regressive model with eXogenous variables  

After incorporating exogenous variables in the HAR model, the HAR-X model has as 

follows:  
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+  

In the present study, we provide information regarding the 30-day futures contracts 

for the following indexes: CBOE Volatility Index (VIX), CBOE Crude Oil ETF V o-

latility Index (OVX), CBOE/CME FX Euro Volatility Index, CBOE Gold Volatility 

Index and Treasury Volatility Index U.S (TYVIX). The choice of the aforementioned 

indexes is justified by the growing literature that confirms the cross-market transmis-

sion effects, either of returns or volatilities, between the Crude Oil Volatility Index 

and the other four indexes, as macroeconomic indicators. Based on these intera c-

tions, we support strongly that these four indexes provide crucial information for the 

future movements of the oil price volatility. In addition, we posit that the specific v a-

riables are among the most tradable futures contracts worldwide and they are ideal as 

their combined trading spans across the full day and they represent the stock market 

indexes of the largest economies in the world. Furthernore, we maintain that the 

EUR/USD is the main currency that exercises an impact on oil fluctuations, while r e-

cent studies have shown that the US 10-year T-bill futures, which are also included 

in our study, are responsive to change in the economic conditions. We treat the US 

10-year T-bill as a variable that approximates global economic developments, given 

the importance of the US in the global economy. More specifically, the CBOE index-

es of interest are the following ones:  

 

The CBOE Volatility Index, with the trademarked ticker symbol VIX, is an index of 

the Chicago Board Options Exchange, which is used to calculate the implied volatili-

ty of the S&P500 index options; The VIX is designed to measure the market’s expec-

tation of stock market volatility over the next 30-day period. The volatility indexes 

used by the CBOE are basic tools for the measurement of market expectations of vo-

latility conveyed by option prices. The VIX is calculated and disseminated in real -

time by the CBOE and theoretically it is comprised by a weighted blend of prices for 

a range of options on the S&P500 index. It is quoted in percentage points, in the 

same way the standard deviation of a rate of return is expressed, e.g. 15.32.  

 

The idea of a volatility index and financial instruments based on such an index was 

first developed and presented by Professor Menachem Brenner and Professor Dan 

Galai in 1986. They published their research in their academic article with the title 

“New Financial Instruments for Hedging Changes in Volatility”, which appeared in 

the Financial Analyst Journal in 1989. Several years later, at a January 1993 news 

conference, Professor Robert Whaley announced the development of a tradable stock 

market volatility index based on index option prices and thus CBOE had computed 
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VIX on real-time basis. The VIX translates roughly the expected movement in the 

S&P index, over the upcoming 30-day period, which is then annualized. CBOE dis-

seminates the index values continuously during trading hours. These indexes const i-

tute major barometers of investor views and market fluctuations relating to listed o p-

tions. 

 

The Gold Volatility Index is used by the Chicago Board Options Exchange (CBOE) 

to calculate the market’s expectation of 30-day fluctuation of gold prices, using the 

VIX methodology to options on SPDR Gold Shares. The trademarked ticker for the 

specific index is the GVZ and like other indexes on which the VIX methodology is 

applied, GVZ uses options spanning a wide range of strike prices. The SPDR Gold 

Shares (GLD), also known as SPDR Gold Trust, is part of the family of exchange-

tranded funds that represent fractional, undivided interest managed and marketed by 

State Street Global Advisors. For a few years, the fund constituted the second-largest 

exchange-traded fund in the world, but as of the close of 2014 it has dropped out of 

the top ten.  

 

CBOE has GVZ data going back to 2008.  Comparing daily changes in GLD to GVZ 

shows that just under 60% of trading days the two will move in the opposite direc-

tion.  So today was in the about 40% camp where GVZ moved in sync with GLD.    

So unlike equity market index volatility (VIX, VXN, VXEEM, VXEWZ) volatili ty 

on GLD can (and often does) rise when the price of GLD moves up.   This piece of 

knowledge by itself explains why volatility traders may want to explore GVZ futures 

or options as a different way to play macro market movements.  

 

The CBOE Crude Oil ETF Volatility Index, with the trademarked ticker “OVX”, 

known also as Oil VIX, is a measurement tool used to calculate the market’s expect a-

tion of the 30-day fluctuation of crude oil prices, using the VIX methodology to 

United States Oil Fund options spanning a wide range of strike prices. The United 

States Oil Fund has as a role to track market changes in crude oil prices and const i-

tutes an exchange-traded security. The performance of the Fund is directed towards 

the reflection, as closely as possible, of the spot price of West Texas intermediate 

light, sweet crude oil, minus USO expenses, and this is achieved by holding near -

term future contracts and cash.  

 

The Treasury Volatility Index of the U.S., with the ticker symbol TYVIX, represents 

the index with the former title “CBOE/CBOT 10-year U.S. Treasury Note Volatiliy 

Index” and ticker VXTYN. This index utilizes the CBOE’s VIX methodology to e s-

timate a constant 30-day expected volatility of 10-year Treasury Note futures prices 

and is measured according to transparent pricing from CBOT’s actively traded op-

tions on the T-Note futures. The TYVIX is the first exchange-traded volatility index 

for U.S. Treasuries and calculates the expected percentage changes in its CBOT fu-

tures on 10-year Treasury Notes over a one-month period.  
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Historically, the TYVIX is characterized by upward spikes, when 10-year Treasury 

note and future prices present wide fluctuations, especially large downswings. The 

properties of this index provide an innovative mechanism for core instruments o f the 

U.S. fixed income market, including mortgage backed securities and corporate, m u-

nicipal and government bonds.  

The CBOE/CME FX Euro Volatility Index, with the trademarked ticker EUVIX, is 

one of the four volatility indexes used by the CBOE to measure  the market’s expecta-

tion of 30-day currency-related fluctuation, using once again the VIX methodology 

to options on currency-related measurement tools. Besides the CBOE/CME FX Euro 

Volatility Index, in the same category the following indexes are also incl uded: the 

CBOE/CME FX Yen Volatility Index (Ticker: JYVIX), the CBOE/CME FX British 

Pound Volatility Index (Ticker: BPVIX) and the CBOE EuroCurrency Volatility In-

dex (Ticker: EVZ).  

 

The logic of the model is to examine whether the dependent variable (oil price rea-

lized volatility) and the adjusted implied volatility of different indexes’ prices are l i-

nearly related, while at the same time there is enough evidence that all variables are 

statistically significant. It should be highlighted that the data we ob tained were con-

verted into their logarithm form with an aim to avoid different measurement tools 

and incorporate all the prolific characteristics of the time series. Another significant 

reason to use the logarithm form was that we tried to address any potential heteros-

cedasticity problems. 

 

  

3.3 DATA SELECTION 

The realized volatility of oil is constructed at a 23 minutes sampling frequency ac-

cording to Degiannakis and Filis (2016). The data for the exogenous variables OVX, 

VIX, TYVIX, EUVIX and GVZ, are available for the period 3
rd

 of January 2012 to 

31 December 2015.   
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4. EMPIRICAL METHODOLOGY AND 

ECONOMETRIC ISSUES 

4.1 EQUATIONS OUTPUTS ANALYSIS 

 

We worked with the statistical package “EViews” (Econometric Views) and in this 

section we present the method we analyze our results with the outputs of our equa-

tions (See Appendices).  

4.1.1 Description  

 

Eviews displays the equation window, which provides the estimation output view. 

Besides the introductory elements presented at the beginning, such as the dependent 

variable, the method, the sample and the observations, in the second section of the 

window we see four columns that correspond to the estimates of the parameters, the 

standard error, the t-test performance of the parameters and their p-values. Finally, 

the third section of the window displays a number of statistical quantities that can be 

used to draw conclusions, as regards the suitability of the model, as well as to ex-

plain the relationship between our variables.  

 

The standard regression, when utilizing matrix notation, can be estimated as follows: 

y = Xβ + ε 

where y stands for a T-dimensional vector that incorporates observations on the de-

pendent variable, X stands for a T x k set of independent variables (where T is the 

number of observations and k the number of right-hand side regressors) 

β expresses a k-vector of coefficients and 

ε is a T-vector of disturbances. 

4.1.2 Coefficient Results 

 

REGRESSION COEFFICIENTS 

The linear models utilized in this study include coefficients that estimate the margi n-

al contribution of the independent variable to the dependent variable, while other va-

riables remain fixed. The least squares regression coefficients b are calculated with 

the standard OLS formula: 
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b = (X’ X)
-1 

X’ y 

 “C” regressor corresponds to a constant or intercept coef ficient in the regression 

that, when all of the other independent variables are zero, it stands for the base level 

of the prediction. If all other variables are kept fixed, then the remaining coefficients 

express the slope of the relations between the relevant independent variable and the 

dependent variable.  

Standard Errors 

The standard errors are an expression of the statistical reliability of the coefficient 

estimates. More specifically, a high standard error implies greater statistical noise in 

the estimations. The normal distribution of errors means that there are approximately 

2 out of 3 chances that the true regression coefficient lies within one standard error 

of the reported coefficient, as well as 95 chances out of 100 that it lies within two 

standard deviations. 

Τ-statistics 

The t-statistic is the ratio of an estimated coefficient to its standard error. It can be 

utilized to examine whether a coefficient is equal to zero or not. In the interpretation 

of the t-statistic, it should be secured that the observations of the t-statistic take place 

while assuming that the coefficient is equal to zero.   

Probability 

While assuming that the errors are normally distributed or that the estimated coeff i-

cients are asymptomatically normally distributed, the probability of drawing a t-

statistic or a z-statistic is as the observed one is presented in the last column of the 

output. Probability is also expressed as the p-value or the marginal significance lev-

el. P-value is can be used in order to reject or accept the hypothesis that the true 

coefficient is zero against a two-sided alternative other than zero. A t-distribution 

with T-k degrees of freedom is used to calculate the p-values for t-statistics, while a 

standard normal distribution can provide the p-value for z-statistics. 

4.1.3 Summary Statistics 

 

R-squared 

The R-squared (R
2
) statistic expresses the ability of the regression to predict the va l-

ues of the dependent variable within the sample. It stands for the fraction of the v a-

riance of the dependent variable that is  interpreted by the independent variables. 

Eviews calculates the R-squared (R
2
) as follows: 

 

where y represents the mean value of the dependent variable.  
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Adjusted R-squared 

The adjusted R
2
, which penalizes the R

2
 for the addition of regressors that do not  

contribute to the explanatory properties of the model, is expressed as follows: 

 

The adjusted R
2 

decreases every time a regressor is added and is always lower than 

the R-squared or even negative in poorly fitting models.  

Standard Error of the Regression 

The S.E. of the regression depends on the estimated variance of the residuals and is 

calculated as follows: 

 

Sum-of-Squared Residuals 

The sum-of-squared residuals, which is useful is several statistical calculations, can 

be estimated with the following formula: 

 

Log Likelihood 

Log likelihood values are calculated at the estimated values of the coefficients and 

may be used to perform likelihood ratio tests, examining the difference between the 

log likelihood values of the restricted and unrestricted versions of an equation. The 

following mathematical equation is used to calculate log likelihood values:  

 

It should be mentioned that Eviews includes constant terms in the log likelihood ca l-

culations. 

Durbin-Watson Statistic 

The serial correlation in the residuals is calculated using the Durbin-Watson statistic, 

which is estimated as follows: 
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It is generally accepted that when DW is less than 2, then there is evidence of pos i-

tive serial correlation. 

Mean and Standard Deviation of the Dependent Variable  

The mean and standard deviation of the dependent variable are calculated as follows:  

 

Akaike Information Criterion 

The Akaike Information Criterion (AIC) is used in model selection for non -nested al-

ternatives and is calculated as: 

 

The length of a lag distribution can be chosen by selecting the specification with the 

lowest value of the AIC. 

 

Schwartz Criterion  

Instead of the AIC that imposes a larger penalty for additional coefficients, the 

Schwarz Criterion (SC) can be used: 

 

F-Statistic 

The test of the hypothesis that the total amount of slope coefficients (the constant or 

intercept ones are not included) in a regression are zero provides the F -statistic, 

which is estimated as: 
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The aforementioned statistic is characterized by an F-distribution with k-1 numerator 

degrees of freedom and T-k denominator degrees of freedom. It should be mentioned 

that since the F-statistic is depended only on the sums-of-squared residuals of the es-

timated equations, it is poor in heterogeneity or serial correlation.  

4.2 SELECTION OF BEST MODEL ON THE BASIS OF CRITERIA 

 

Several times in the model selection procedure the information criteria can be used 

for guidance. The distance from the “real” model is expressed with the Kullback-

Leibler quantity of information and is calculated by the log likelihood function. The 

role of the information criterion is the measurement of information that strikes a ba l-

ance between this measure of goodness of fit and parsimonious specification of the 

model. The basic information criteria are provided by the following formulas:  

 

Akaike info criterion (AIC) -2(l/T) + 2(k/ T) 

Schwarz criterion (SC) -2(l/ T) + klog( T)/T 

Hannan-Quinn criterion (HQ) -2(1/ T) + 2klog(log(T))/T 

 

where l is the value of the log of the likelihood function and T observations are used 

to estimate k values. It should be mentioned that the information criteria are based on 

-2 times the average log likelihood function with a penalty function adaptation.  

Eviews re-centers the criteria by subtracting off the value for the saturated model, a 

factor analysis form of the information criteria, provided by the following formulas:  

 

Akaike info criterion (AIC) (T-k)D / T - (2/T)df 

Sfhwarj: criterion (SC) (T-k)D / T - (log(T)/T)df 

Hannan-Quinn criterion (HQ) (T-k)D / T - (2 In(log (T)) /Τ)df 

 

 

where D is the discrepancy function and df the number of degrees-of-freedom in the 

estimated dispersion matrix. 

 

The aforementioned information criteria can be used as a model selection guide. 

They have been used in time series analysis in order to def ine the proper length of 

the distributed lag. It should be mentioned, though, that the criteria rely heavily on 

the unit of measurement of the dependent variable y. Therefore, they cannot be used 

to choose between a model with dependent variable y and one with log(y). 

  

If the models we have available were characterized by a restricted-unrestricted rela-

tionship, we could use one of the trinity tests and see what rates are statistically si g-

nificant and what are not. But since we have to compare models, which  are not di-

rectly related to each other, we use various selection criteria to provide a better mo d-

el. We will follow the normal and regular approach by using the adjusted R
2
, the 
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standard error of regression, as well as other various criteria based on squares of re-

siduals. A good choice is the Schwartz criterion, which actually is an improved ve r-

sion of the Akaike’s Information Criterion, since, usually, the Αkaike Criterion is se-

lected as the best model with the largest number of parameters. We should also  note 

that both of these criteria are the most appropriate models, based on adaptation data, 

and not the predictive power of the model with respect to the dependent variable, 

since they are based on the function of models’ maximum likelihood. Finally, we 

should mention that the statistical package Εviews that we used is considered as the 

best model for the adaptation of the data that is the lowest in the Akaike and 

Schwartz criteria for out-of-sample comparison of models, as applied in our case.  

  

4.3 TESTING MODELS RESIDUALS  

For each estimated model, as regards some matters on residuals, it should be noted 

that they follow normal distribution to have constant fluctuation (homoskedasticity) 

and they are uncorrelated with each other. Then, we must check where these matters 

apply. To control regularity, we have selected the Jarque Bera Test that has been 

built in Eviews, to control homoskedasticity we used the ARCH LM Test - the rele-

vant literature is the best way to estimate the variation - as well as the White Test 

(non-cross terms) and finally to control auto-correlation we have chosen the Serial 

Correlation LM Test. 

More specifically : 

4.3.1 The Jarque-Bera goodness-of-fit test 

The Jarque-Bera goodness-of-fit test verifies the hypothesis that the data come from 

a normal distribution and is calculated as follows: 

JB=(N-k/6)(S
2
+(K-3)

2
/4) 

where N is the number of observations, S is the asymmetry, K is the curvature and k 

is the number of parameters that were evaluated to create the time series. If the value 

of the statistic test is greater than the Chi-Square distribution with two degrees of 

freedom, then the hypothesis is rejected and the corresponding p-value is displayed. 

We worked with a = 5% and this means in practice that if the p -value is less than 5%, 

then the initial hypothesis will be rejected for any significance level greater than 5%. 

We could, in order to increase the probability that we are in, diminish the value of a.  

4.3.2 White Heteroskedasticity Test 

White (1980) constructed a control test where the initial case of homoskedasticity of 

the residuals is tested against the alternative hypothesis that is characterized by het e-

roskedasticity. The White's statistic test, calculated as the number of observ ations on 

the determinative model coefficient, is a model that has as a dependent variable the 

squares of the residuals of the model and as explanatory variables, the independent 

variables of the model, their squares and their product by two (White Heteroskedas-

ticity-cross terms). But we have worked with the variation of the statistic test of 
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White, the White Heteroskedasticity-non cross terms, which does not include what is 

happening now in pairs of explanatory variables.  

4.3.3 Arch LM Test 

Engle (1982) defined a new modeling method of heteroskedasticity in time series, the 

AutoRegressive Conditional Heteroscedasticity models and at the same time he pro-

posed a LM test on the hypothesis of the residuals of a Regression Model, charact e-

rized by this form of heteroskedasticity. The LM statistic test of Engle, follows the 

Chi-Square distribution with i degrees of freedom (for i lag) and is calculated as the 

number of observations on the model’s determinative factor in determining the mo d-

el. In fact, the model on which the above calculation is based has as a dependent v a-

riable the square of the residuals of the model and as explanatory variables the time 

lags of the residuals’ squares. The disadvantage of this method is that we cannot 

suppose that the statistic test follows the F-distribution, since the results also offer a 

statistical quantity referred as the F-statistic.  

 

4.3.4 Serial Correlation LM Test 

The test of Breusch (1978) and Godfrey (1978) is one of the Lagrange Multiplier 

Tests (LM Tests). This test can be used to establish the serial auto-correlation of any 

class, without assumptions that there are no lags of the dependent variable as expla-

natory variables. The LM statistic test of Breusch and Godfrey follows the Chi -

Square distribution with i degrees of freedom and is calculated as the number of o b-

servations on the determinative factor of the model. The model on which the calcula-

tion of LM Test is based has as dependent variable the residuals of the model and as 

explanatory variables, the time lags of residuals. Just as in the LM statistic test of 

Engle, the results also provide a statistical quantity, referred as F -statistic, about 

which we cannot assume that it follows the F-distribution and therefore it should not 

be used.  
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5. EMPIRICAL RESULTS AND 

DISCUSSION 

 

This chapter is based on the deliberations and results of the methods.  

Choosing as a dependent variable the oil price realized volatility (RV) each time, we 

built the first HAR model with independent variable the logarithmic values of RV for 

1- day, 5-days and 22-days ahead (“reference model”). Then we built five HAR mod-

els that had the same dependent variable and as independent variables they had the 

implied volatilities of a different indicator each time (OVX, VIX, TYVIX, EUVIX, 

GVZ) for the respective jumps. Finally, we compared these five models with each 

other and with the reference model.  

 

The six models that were created are presented in the in the following table.  

 

Table 5.1: Created Models  

SN Designation Dependent Variable Independent Variables 

1 HAR-RV-1 RVoil RVoil 

2 HAR-RV-X-1 RVoil IVVIX 

3 HAR-RV-X-2 RVoil IVTYVIX 

4 HAR-RV-X-3 RVoil IVOVX 

5 HAR-RV-X-4 RVoil IVGVZ 

6 HAR-RV-X-5 RVoil IVEUVIX 

Source: Modified by the author  

 

Correlation Analysis 

In our attempt to determine the extent at which the aforementioned variables are r e-

lated to each other, we utilized correlation analysis. As a rule, the correlation coeffi-

cient’s values always range from -1 to +1. The +1 value means that the variables ex-

amined are absolutely related in a positive linear sense, while the -1 value that they 

are not related in a positive linear sense. Values close to 0  imply that there is no li-

near relationship between the variables. In the case of our model, there is neither pe r-

fect relationship between the examined variables, nor no linear relationship at all.  
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The illustration of our outcomes is presented in the table below (Table 5.2).  

 

Table 5.2: Summary 

 HAR-RV-1 HAR-RV-X-

1 

HAR-RV-X-

2 

HAR-RV-X-

3 

HAR-RV-X-

4 

HAR-RV-X-

5 

w0 0.098534 0.085610 0.084039 0.032057 0.088447 0.105334 

w1 0.369806 0.319072 0.363972 0.230258 0.331069 0.349188 

w2 0.267783 0.257292 0.266390 0.194576 0.266630 0.245639 

w3 0.329937 0.392880 0.332640 0.436039 0.371476 0.349019 

w4  0.502536 0.163309 1.289146 0.485157 0.364659 

w5  -0.295323 -0.074915 -0.847824 -0.304207 -0.085995 

w6  -0.204176 -0.071928 -0.326692 -0.179023 -0.250254 

Note: Predictive regression between oil price realized volatilities and implied volatilies of other 

predictors at various lags following models 1 to 6 are listed in Table 1. Estimation were made by 

WLS with fitted values of an OLS regression for weights. The values indicate statistical signific-

ance at least at the 5% level. 

VIX = Volatility Index, TYVIX = U.S Treasury Volatility Index, OVX = Crude Oil Volatility Index, 

GVZ = Gold Volatility Index, EUVIX = Euro Volatility Index  

 

Assess the model’s fit  

 

There are several  techniques on evaluating data’s fit.  

The standard error of estimations ( ), the coefficient of determina-

tion ( ), and the F-test of the analysis of variance ( ) are three 

main statistical methods used to achieve this purpose. 

 

Table 5.3. Consolidated values of R-squared, F-statistic and S.E. statistics 

 R-Squared Adjusted 

R-squared 

S.E. F-statistic and 

Prob(F-statistic) 

HAR-RV-1 0.734805 0.734006 0.228216 919.9087 0.0000 

HAR-RV-X-1 0.743694 0.742146 0.224697 480.2134 0.0000 

HAR-RV-X-2 0.735451 0.733852 0.228282 460.0919 0.0000 

HAR-RV-X-3 0.759138 0.757683 0.217822 521.6164 0.0000 

HAR-RV-X-4 0.740269 0.738700 0.226194 471.6976 0.0000 

HAR-RV-X-5 0.738149 0.736567 0.227115 466.5381 0.0000 

Source: Modified by the author 
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Table 3 illustrates all the values of these three statistics , as result of regression anal-

ysis in order to conclude whether the model fits or not.  

 

Diagnose violations of required conditions 

In the case of time series, like our models, first of all we must examine if the resi-

duals are independent. The Durbin-Watson statistical test is an initial step on testing 

the null hypothesis of no evidence of autocorrelation. A value near 2 indicates no au-

tocorrelation, while values range between 0 and 4. More specifically, values lower 

than 2 indicate positive first-order auto-correlation and up to 2 negative first-order 

auto-correlation. In the table below (Table 5.4) the DW statistic values for each 

model are presented.  

 

Table 5.4. Consolidated Durbin-Watson statistic values 

Models Durbin-Watson statistic 

HAR-RV-1 2.021286 

HAR-RV-X-1 2.008678 

HAR-RV-X-2 2.020224 

HAR-RV-X-3 1.974770 

HAR-RV-X-4 2.007205 

HAR-RV-X-5 2.009644 

Source: Modified by the author 

 

After conducting the Durbin-Watson test we carried out three additional assessments 

on the residuals (White Test, ARCH LM Test, Serial Correlation LM Test) and dem-

onstrated that there is no auto-correlation and heteroscedasticity. Τhe relevant dia-

grams and tables are presented in Appendices. 

 

The table below summarizes the main features of the models’ assessment.  

 

Table 5.5. Consolidated values of Akaike info criterion, Schwarz criterion and Hannan - Quinn criterion 

 HAR-RV-1 HAR-RV-X-1 HAR-RV-X-2 HAR-RV-X-3 HAR-RV-X-4 HAR-RV-X-

5 

AIC -0.113055 -0.141150 -0.109492 -0.203298 -0.127874 -0.119744 

SC -0.093424 -0.106795 -0.075138 -0.168943 -0.093519 -0.085389 

HQ -0.105594 -0.128093 -0.096435 -0.190241 -0.114817 -0.106687 

 

As mentioned in the previous chapter, the basic Criterion in the selection of the best 

model is the Schwartz Criterion, because it can be used to compare any models, r e-
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gardless of the number of parameters, with the only restriction to have the same 

pendent variable.  
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6. CONCLUSION 

 

In this thesis we studied the methodology that has been developed on estimating and 

forecasting oil price volatility. Our limited research was based on recent surveys , 

which proved that the correlation between HAR models and exogenous volatilities 

from different asset classes improves the forecasting accuracy (see, Sévi, 2014; D e-

giannakis and Fillis, 2015). We have presented the results from an empirical analysis 

of six HAR-type time-series models for 1000 observations, the aim of which was to 

estimate the realized volatility of oil, in support of the information of the implied vo-

latilities of other economical indicators (exogenous variables). We obtained very 

strong evidence towards the right direction that supported these studies. More specif-

ically, in our study, where six models with a common dependent variable were com-

pared, that is, the realized volatility of oil price, we concluded that the best model for 

the assessment of RVOIL, on the basis of the SC criterion, is the HAR-X-3 Model that 

has as independent variables the implied volatilities of the OVX Index. After that, 

the HAR-X-1 (with independent variables the implied volatilities of the VIX Index), 

HAR-X-4 (with independent variables the implied volatil ities of the GVZ Index), 

HAR-RV-1 (without exogenous variables), HAR-X-5 (with independent variables the 

implied volatilities of the EUVIX Index) models follow and the HAR-X-2 (with in-

dependent variables the implied volatilities of the TYVIX Index) model is the last 

one. This makes it clear that in most cases the exogenous variables bearing informa-

tion from other markets offer more information on estimating the oil price realized 

volatility, but require thorough examination, in which exogenous variables will be 

selected to be integrated in our model.  

 There are several directions for future research and the challenge is to im-

prove the forecastability on oil price volatility. One relates to the investigation of the 

optimum sampling frequency to measure the volatility of crude oil prices and the 
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pursuit of periods with relatively similar variability in their dynamic to the weigh o p-

timally, such as the semi-parametric approach. One could also attempt to model the 

volatility of oil prices in combination with other goods and various stock markets 

and compare the extent to which the estimation is affected.  Given the use of diffe r-

ent models in our econometric analysis, we will be able to compare the diffusion 

achieved by the realized volatility of oil price in relation to: stocks, exchange rates, 

the real economy and other commodities, exploring accurate quantitative economic 

relationships linking them, and conversely create a tool for the predictability of var i-

ation of other economic indicators, related or indirect ly related, with oil-market. 
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APPENDICES 

Table 1. OLS results for the HAR-RV-1 model 

Dependent Variable: LRV_OIL   

Method: Least Squares   

Included observations: 1000   

     
     

Variable Coefficient Std. Error t-Statistic Prob. 

     
     
C 0.098534 0.057909 1.701546 0.0892 

LRV_OIL(-1) 0.369806 0.036815 10.04488 0.0000 

@MOVAV(LRV_OIL(-1),5) 0.267783 0.061033 4.387532 0.0000 

@MOVAV(LRV_OIL(-1),22) 0.329937 0.052223 6.317809 0.0000 

     
     

R-squared 0.734805 Mean dependent var 2.991469 

Adjusted R-squared 0.734006 S.D. dependent var 0.442497 

S.E. of regression 0.228216 Akaike info criterion -0.113055 

Sum squared resid 51.87430 Schwarz criterion -0.093424 

Log likelihood 60.52734 Hannan-Quinn criter. -0.105594 

F-statistic 919.9087 Durbin-Watson stat 2.021286 

Prob(F-statistic) 0.000000    

     
     

Source: Modified by the author 
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Table 2. OLS results for the HAR-RV-X-1  model 

Dependent Variable: LRV_OIL 

   

Method: Least Squares 

   

Included observations: 1000   

     

     
Variable Coefficient Std. Error t-Statistic Prob. 

     

     
C 0.085610 0.078243 1.094157 0.2742 

LRV_OIL(-1) 0.319072 0.037504 8.507637 0.0000 

@MOVAV(LRV_OIL(-1),5) 0.257292 0.064871 3.966192 0.0001 

@MOVAV(LRV_OIL(-1),22) 0.392880 0.057976 6.776573 0.0000 

LVIX(-1) 0.502536 0.103455 4.857518 0.0000 

@MOVAV(LVIX(-1),5) -0.295323 0.137058 -2.154730 0.0314 

@MOVAV(LVIX(-1),22) -0.204176 0.083858 -2.434774 0.0151 

     

     
R-squared 0.743694 Mean dependent var 2.991469 

Adjusted R-squared 0.742146 S.D. dependent var 0.442497 

S.E. of regression 0.224697 Akaike info criterion -0.141150 

Sum squared resid 50.13546 Schwarz criterion -0.106795 

Log likelihood 77.57482 Hannan-Quinn criter. -0.128093 

F-statistic 480.2134 Durbin-Watson stat 2.008678 

Prob(F-statistic) 0.000000    

     

     Source: Modified by the author 

 

 

 

 

 

 

 



 OIL PRICE VOLATILITY WITH ULTRA-HIGH FREQUENCY DATA 70 

  PANTEION UNIVERSITY OF SOCIAL AND POLITICAL SCIENCES 

   
   

 

Table 3. OLS results for the HAR-RV-X-2 model 

Dependent Variable: LRV_OIL   

Method: Least Squares   

Included observations: 1000   

     

     

Variable Coefficient Std. Error t-Statistic Prob. 

     

     

C 0.084039 0.070513 1.191815 0.2336 

LRV_OIL(-1) 0.363972 0.037144 9.798861 0.0000 

@MOVAV(LRV_OIL(-1),5) 0.266390 0.061912 4.302694 0.0000 

@MOVAV(LRV_OIL(-1),22) 0.332640 0.054588 6.093672 0.0000 

LTYVIX(-1) 0.163309 0.145027 1.126058 0.2604 

@MOVAV(LTYVIX(-1),5) -0.074915 0.185550 -0.403745 0.6865 

@MOVAV(LTYVIX(-1),22) -0.071928 0.105601 -0.681132 0.4959 

     

     

R-squared 0.735451 Mean dependent var 2.991469 

Adjusted R-squared 0.733852 S.D. dependent var 0.442497 

S.E. of regression 0.228282 Akaike info criterion -0.109492 

Sum squared resid 51.74802 Schwarz criterion -0.075138 

Log likelihood 61.74602 Hannan-Quinn criter. -0.096435 

F-statistic 460.0919 Durbin-Watson stat 2.020224 

Prob(F-statistic) 0.000000    

     

Source: Modified by the author 
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Table 4. OLS results for the HAR-RV-X-3 model 

Dependent Variable: LRV_OIL 

   

Method: Least Squares 

   

Included observations: 1000   

     

     
Variable Coefficient Std. Error t-Statistic Prob. 

     
     

C 0.032057 0.070487 0.454795 0.6494 

LRV_OIL(-1) 0.230258 0.038494 5.981710 0.0000 

@MOVAV(LRV_OIL(-1),5) 0.194576 0.072208 2.694661 0.0072 

@MOVAV(LRV_OIL(-1),22) 0.436039 0.077319 5.639499 0.0000 

LOVX(-1) 1.289146 0.142960 9.017509 0.0000 

@MOVAV(LOVX(-1),5) -0.847824 0.191389 -4.429851 0.0000 

@MOVAV(LOVX(-1),22) -0.326692 0.117489 -2.780614 0.0055 

     

     
R-squared 0.759138 Mean dependent var 2.991469 

Adjusted R-squared 0.757683 S.D. dependent var 0.442497 

S.E. of regression 0.217822 Akaike info criterion -0.203298 

Sum squared resid 47.11449 Schwarz criterion -0.168943 

Log likelihood 108.6488 Hannan-Quinn criter. -0.190241 

F-statistic 521.6164 Durbin-Watson stat 1.974770 

Prob(F-statistic) 0.000000    

     

Source: Modified by the author 
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Table 5. OLS results for the HAR-RV-X-4 model 

Dependent Variable: LRV_OIL 

   

Method: Least Squares 

   

Included observations: 1000 

   

     

     
Variable Coefficient Std. Error t-Statistic Prob. 

     
     

C 0.088447 0.097251 0.909467 0.3633 

LRV_OIL(-1) 0.331069 0.037709 8.779511 0.0000 

@MOVAV(LRV_OIL(-1),5) 0.266630 0.064280 4.147956 0.0000 

@MOVAV(LRV_OIL(-1),22) 0.371476 0.056367 6.590358 0.0000 

LGVZ(-1) 0.485157 0.126815 3.825711 0.0001 

@MOVAV(LGVZ(-1),5) -0.304207 0.164648 -1.847618 0.0650 

@MOVAV(LGVZ(-1),22) -0.179023 0.096741 -1.850543 0.0645 

     

     R-squared 0.740269 Mean dependent var 2.991469 

Adjusted R-squared 0.738700 S.D. dependent var 0.442497 

S.E. of regression 0.226194 Akaike info criterion -0.127874 

Sum squared resid 50.80550 Schwarz criterion -0.093519 

Log likelihood 70.93684 Hannan-Quinn criter. -0.114817 

F-statistic 471.6976 Durbin-Watson stat 2.007205 

Prob(F-statistic) 0.000000    

     
Source: Modified by the author 

 

 

 

 

 

 

 

 

 

 



 OIL PRICE VOLATILITY WITH ULTRA-HIGH FREQUENCY DATA 73 

  PANTEION UNIVERSITY OF SOCIAL AND POLITICAL SCIENCES 

   
   

 

Table 6. OLS results for the HAR-RV-X-5 model 

Dependent Variable: LRV_OIL 

   

Method: Least Squares 

   

Included observations: 1000 

   

     

     
Variable Coefficient Std. Error t-Statistic Prob. 

     
     

C 0.105334 0.059834 1.760450 0.0786 

LRV_OIL(-1) 0.349188 0.037539 9.301894 0.0000 

@MOVAV(LRV_OIL(-1),5) 0.245639 0.063398 3.874589 0.0001 

@MOVAV(LRV_OIL(-1),22) 0.349019 0.058774 5.938362 0.0000 

LEUVIX(-1) 0.364659 0.162757 2.240510 0.0253 

@MOVAV(LEUVIX(-1),5) -0.085995 0.211514 -0.406571 0.6844 

@MOVAV(LEUVIX(-1),22) -0.250254 0.116074 -2.155998 0.0313 

     
     

R-squared 0.738149 Mean dependent var 2.991469 

Adjusted R-squared 0.736567 S.D. dependent var 0.442497 

S.E. of regression 0.227115 Akaike info criterion -0.119744 

Sum squared resid 51.22023 Schwarz criterion -0.085389 

Log likelihood 66.87177 Hannan-Quinn criter. -0.106687 

F-statistic 466.5381 Durbin-Watson stat 2.009644 

Prob(F-statistic) 0.000000    

     
     

Source: Modified by the author 

 

 

 

 



 

 

Figure 1: Actual, Fitted, Residual Graph 
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Figure 2: Residual Graph 

         

 

 

 

 

 

 

 

 

 

                        HAR-RV-1 Model                             HAR-X-1 Model                                HAR-X-2 Model 

 

 

 

 

 

 

 

 

 

 

 

                              HAR-X-3 Model                                 HAR-X-4 Model                              HAR-X-5 Model 

 

 



 OIL PRICE VOLATILITY WITH ULTRA-HIGH FREQUENCY DATA 76 

  PANTEION UNIVERSITY OF SOCIAL AND POLITICAL SCIENCES 

   
   

 

 

Figure 3: Histograms of Normality Test 
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Table 7: Results of White Test, ARCH Test and LM Test for HAR-RV-1 Model 
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Table 8: Results of White Test, ARCH Test and LM Test for HAR-X-1 
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 Table 9: Results of White Test, ARCH Test and LM Test for for HAR-X-2 
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Table 10: Results of White Test, ARCH Test and LM Test for HAR-X-3 
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Table 11: Results of White Test, ARCH Test and LM Test for HAR-X-4 
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Table 12: Results of White Test, ARCH Test and LM Test for HAR-X-5 

 

 

 

 

 

 

 

 

 

 


